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1.7 s/img (224x224 RGB image, on Intel Xeon(R) CPU E5-2620)

❑ Large DNNs are hard to deploy in practice.
• high storage (space complexity) – too big

• massive computation (time complexity) – too slow

Storage and computation of winners 
in the ImageNet challenge  from 2012-2015

Pruning: reduce the parameters while 
maintain performance  

Introduction: DNNs Effective, but not efficient (motivation)

[Han et al., 2015 NeurIPS]

[Han et al., 2015 NIPS] Han, Song, et al. "Learning both weights and connections for efficient neural networks." NeurIPS (2015)



How to do pruning: A typical way and its problem

pretrain prune retrain

typical 3-step pruning pipeline

Pruning criterion: Prune the weights whose absence leads to the least loss increase.
Solutions:
(1) Trial and error? Too many weights (millions and billions params!) , we cannot ablate them one by one.
(2) Use some analytical formula ⇒ Taylor expansion ⇒ approximate the Hessian (very hard for DNNs).

Can we leverage the Hessian without
knowing their specific values?
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q How: Hessian can play its role by affecting weight magnitude (L1-norm).
q Magnitude is known to be not accurate for pruning? Not necessarily. It is accurate as long as the gap is

significant enough.

Leverage Hessian without knowing Hessian

Misjudgments probably happen;
L1-norm is not accurate.

Misjudgments rarely happen;
L1-norm is accurate.

ICLR 2021 | Huan Wang | Northeastern University
4

threshold

threshold



Parameter update in SGD:

task forceregularization force

0

when a weight 
stops update

0

0

How regularization can help

How 𝒓𝟏 and 𝒓𝟐 are related to the underlying Hessian?
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Increase 𝜆 a little. See what happens

𝛼: learning rate, diff: gradient



Case 1: Hessian is diagonal

Case 2: Hessian is not diagonal (2d analysis)

new converged weight

previous converged weightincreased L2 penalty factor 

Conclusion: 𝒉𝟏𝟏 > 𝒉𝟐𝟐 ⇒ r𝟏 > 𝒓𝟐

(local quadratic approximation)

Theoretical Analysis

A weight lying on a sharper local minimum will be pushed less towards zero.



• The weight magnitude gap will be larger and larger. 
• Eventually, the simple L1-norm will suffice to make a faithful criterion. 

Empirical Validation of the Theoretical Analysis



Regularization can also help in pruning schedule

GReg-2

GReg-1

q Same pruning criterion as L1-norm pruning [1]: sort all the filters by their L1-norm, select
those with the least L1-norms to prune (i.e., mask = 0).

q Two pruning schedules: (1) one-shot: remove the unimportant weights immediately; (2)
pushing them towards zero first by the proposed growing regularization, then remove them.

[1] Li, Hao, et al. “Pruning Filters for Efficient ConvNets.” ICLR (2017).
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Regularization can also help in pruning schedule

Given exactly the same weights to prune, different pruning schedules can lead to starkly different performances.
• GReg-1 > One-shot.
• Larger pruning ratio, the advantage of GReg-1 is more pronounced.
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Experimental Results (ImageNet, Filter Pruning)



Experimental Results (ImageNet, Unstructured Pruning)

The proposed methods can work seamlessly from filter pruning to unstructured pruning.

• Filter pruning: weight group is a filter.
• Unstructured pruning: weight group is a single weight element.

ICLR 2021 | Huan Wang | Northeastern University 11



Conclusion

q we present two algorithms that exploit regularization in a new fashion that the penalty factor is uniformly 
raised to a large amount.

q The two algorithms show that:
o GReg-1: Pruning schedule is another important axis in pruning, which may deserve more research attention.
o GReg-2: Without any Hessian approximation, we can still tap into its power for pruning with the help of 

growing L2 regularization.

q Empirically, both algorithms achieve very promising results compared to many recent methods.

https://github.com/MingSun-Tse/Regularization-Pruning
Our code and trained models are released at:

Great thanks for your attention!

Acknowledgements: This work is supported by the National Science Foundation Award ECCS-1916839 and the U.S. Army Research 
Office Award W911NF-17-1-0367. 12


