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● First application of transformers for 256x256 image colorization

● Self Attention - Global interactions between pixels

● Generating 256x256x3 symbols token-by-token is painfully slow and expensive!

● Decompose into 3 subtasks, trained in parallel

Colorization Transformer
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Building Blocks: Axial Attention

(Ho et al 2019, Wang et al 2020)

● Self-attention to each axis independently.

● Complexity reduction by a factor of H

    Row attention

   Column Attention



Building Blocks: Axial Transformer

● Autoregressive image generation model.

● Attends to all previous pixels as per raster order

● Natively supports semi-parallel sampling.



ColTran Core: Autoregressive Colorizer

Target discretization
● 3-bit RGB, with 8 colors per {R,G,B}.
● Total of 512 colors.

Grayscale encoder:
● Stack of axial attention layers.
● Captures context from the grayscale image

Auxiliary Parallel Model:
● Applied at the output of the encoder
● Models each color independently
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ColTran Upsamplers
● Upsamplers share similar architecture.

○ Stack of axial attention layers

● Output:
○ Per-pixel distribution over 256 

intensities

● Spatial Upsampler: Single additional 
upsampling layer at the input.
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Results



Open source code

https://github.com/google-research/google-rese
arch/tree/master/coltran

Paper with more samples and insights

https://arxiv.org/abs/2102.04432

Questions

mechcoder@google.com
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