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The	Problem



Matrix	Completion
𝑴:	Data	matrix
Ω:	Set	of	observable	entries
Find	A that	minimizes

#
!"∈$

𝑀!" − 𝐴!"
%

rank 𝑨 ≤ 𝑟

subject	to



Rank-Constrained	Convex	Optimization
𝑅:	Convex	function

Find	A that	minimizes

𝑅(𝑨)

rank 𝑨 ≤ 𝑟

subject	to



Rank-Constrained	Convex	Optimization
𝑅:	Convex	function

Find	A that	minimizes

𝑅(𝑨)

rank 𝑨 ≤ 𝑟

subject	to

NP-hard	problem

Usual:	Replace	rank(𝑨) by	 𝑨 ∗

Here:	Relax	to	rank 𝑨 ≤ 𝑐 ⋅ 𝑟
(trace	norm)



Algorithms	&	Theoretical	results



A	Greedy	Algorithm	(Shalev-Schwarz	et	al.	(2011))
min

'()* 𝑨 ,-⋅/
𝑅(𝑨)

𝑼 = 𝑽 = ()
For 𝑖 = 1… 𝑐 ⋅ 𝑟

𝒖, 𝒗 =	top	singular	vectors	of	∇𝑅 𝑨
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𝑅(𝑨)

𝑼 = 𝑽 = ()
For 𝑖 = 1… 𝑐 ⋅ 𝑟

𝒖, 𝒗 =	top	singular	vectors	of	∇𝑅 𝑨
𝑼 = 𝑼 𝒖
𝑽0 = 𝑽0 𝒗

A	Greedy	Algorithm	(Shalev-Schwarz	et	al.	(2011))



min
'()* 𝑨 ,-⋅/

𝑅(𝑨)

𝑼 = 𝑽 = ()
For 𝑖 = 1… 𝑐 ⋅ 𝑟

𝒖, 𝒗 =	top	singular	vectors	of	∇𝑅 𝑨
𝑼 = 𝑼 𝒖
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min
'()* 𝑨 ,-⋅/

𝑅(𝑨)

𝑼 = 𝑽 = ()
For 𝑖 = 1… 𝑐 ⋅ 𝑟

𝒖, 𝒗 =	top	singular	vectors	of	∇𝑅 𝑨
𝑼 = 𝑼 𝒖
𝑽0 = 𝑽0 𝒗
𝑿 = argmin𝑿 𝑅 𝑼𝑿𝑽
𝑼 = 𝑼𝑿

Return	𝑼𝑽
Known bound:	𝑐 ≤ 𝑂 𝜅 2 𝟎

4

Our bound:	𝑐 ≤ 𝑂 𝜅 log 2 𝟎
4

A	Greedy	Algorithm	(Shalev-Schwarz	et	al.	(2011))

(𝜅:	condition	number	of	R)



A	Faster Greedy	Algorithm
min

'()* 𝑨 ,-⋅/
𝑅(𝑨)
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A	Faster Greedy	Algorithm
min

'()* 𝑨 ,-⋅/
𝑅(𝑨)

𝑼 = 𝑽 = ()
For 𝑖 = 1… 𝑐 ⋅ 𝑟

𝒖, 𝒗 =	top	singular	vectors	of	∇𝑅 𝑨
𝑼 = 𝑼 𝒖
𝑽0 = 𝑽0 𝒗
If	𝑖 is even: 𝑽 = argmin𝑽 𝑅 𝑼𝑽0
Else: 𝑼 = argmin𝑼 𝑅 𝑼𝑽0

Return	𝑼𝑽
← Θ 𝑐 ⋅ 𝑟 speedup	in
many	cases



A	Local	Search	Algorithm
min

'()* 𝑨 ,-⋅/
𝑅(𝑨)

𝑐 ≤ 𝑂 𝜅%

After	inserting new	vectors,	remove one	set	of	vectors



Experiments



FG-BG	Separation	using	Robust	PCA
𝑴 = 𝑳 + 𝑺

min
!"#$ 𝑳 &!

𝐻'(𝑴 − 𝑳)
Huber loss

input	
video

BG	
(low-rank)

FG	
(sparse)



original	video

Fast Greedy	on	Huber	loss	→

P𝐫𝐢𝐧𝐜𝐢𝐩𝐚𝐥 𝐂𝐨𝐦𝐩𝐨𝐧𝐞𝐧𝐭
𝐏𝐮𝐫𝐬𝐮𝐢𝐭 (PCP) →

→



Matrix	Completion	(Optimization	Task)



Recommender	Systems
(metric:	relative	ℓ!! error)



Conclusions

• New	efficient greedy &	local	search	algorithms	for	rank-
constrained	convex	optimization
• Even	though	very	general,	on	par	with	algorithms	for	specialized	
applications	(e.g.	robust	PCA,	recommender	systems)

Thank	you!


