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Motivation

1. When we talk about global information/long-range correlation in 
attention-related methods, what do we actually mean? 

2. Is hand-crafted attention irreplaceable when modeling the global context?

Model the global information in a first-principle way.

Provide a strong white-box baseline Hamburger for attention mechanism.



Key Ideas

Inductive Bias Objective Func Optimization Architecture

Global Info Low-Rank MD Models Hamburger



Matrix Decomposition

1. Inverse of Generation

2. Low-Rankness

3. Optimization



Hamburger

• Learn the global information <=> Solve the the optimization of MD

• Denote the optimization algorithm to solve the problem as      .      is the 
core architection of Hamburger.
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One-step Grad

• We build an abstract model to analyse the grad 
back through      .

• We find the thorny scale and spectrum of the 
Jacobian matrix in the BPTT algorithm.

• Back-propagation through optimization suffers 
from vanishing gradient w.r.t. the initialization 
and exploding gradient w.r.t. the input!

• We use the one-step grad      , i.e., the grad from 
the last optimization step.  



A Close Look at Hamburger

Visualization of Feature MapsAccumulative Ratio



Computation & Memory



Performance 

SOTA on Semantic Segmentation Large Scale Image Generation



Take-Home Message

Global Information -> Low-rank Formulation

Optimization as Architecture

The Curse -> Gradient back through MD -> One-step Grad

Enjoy Hamburger!



Thank you!


