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Characteristic of Images for Object Detection

● On average, only 30% of the entire image is the foreground pixel.

● Do we need to compute the entire token in the encoder block?

MS COCO dataset
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Conclusion

● We propose the encoder token sparsification method, which lightens the 
attention complexity in the encoder.

● We propose novel sparsification criteria to sample the informative 
subset from the entire token set: Decoder cross-Attention Map (DAM)

● Sparse DETR outperforms the Deformable DETR even when using only 
10% of the encoder token, and decreases the overall computation by 38%



Code & models are available now.

https://github.com/kakaobrain/sparse-detr

More experiments and ablation studies can be found in the paper


