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● At the same time, numerous reports have warned of AI bias in production systems.
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● ML has become ubiquitous in a multitude of high-stakes applications.

● At the same time, numerous reports have warned of AI bias in production systems.

● GBMs are still the state-of-the-art on tabular data, often outperforming Deep Learning 

approaches.

● There are no (fairness-)constrained optimization methods tailored for GBM.

Motivation
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Goal: Training GBM to minimize loss under fairness constraints.

Constrained Optimization w/ GBM
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Goal: Training GBM to minimize loss under fairness constraints.

Approach

● The standard approach for constrained optimization is to use the method of Lagrange 
multipliers.

● Solution lies on saddle point of the Lagrangian function,            .

predictive loss constraints

model parameters

Lagrange multipliers
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Approach

● Finding the saddle-point of       ,   at    .

● In practice, this is done via iterative gradient descent and ascent steps.

● Gradient descent over θ :

● Gradient ascent over λ :

we require differentiable constraints

θ-player λ-player

However, fairness metrics are non-differentiable (and also non-convex)

but only for the descent step!
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Issue:

Fairness metrics are non-differentiable (and non-convex).
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Issue:

Fairness metrics are non-differentiable (and non-convex).

Solution

● Use a differentiable upper-bound proxy:                                   .

○ Gradient descent on the proxy-Lagrangian:

● However, we’ll be doing gradient descent and ascent on different 
functions:

Differentiable Proxy Metrics

https://feedzai.com/


17© 2023 Feedzai.

Issue

● We’re doing gradient descent over     , and ascent over 

○ It’s no longer a zero-sum game.

● Our proxy constraints are still non-convex (although differentiable).
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Issue

● We’re doing gradient descent over     , and ascent over 

○ It’s no longer a zero-sum game.

● Our proxy constraints are still non-convex (although differentiable).

Solution

● Instead of finding a pure Nash equilibrium: a single (θ, λ) pair (a single classifier).

● The solution lies on a distribution over (θ, λ) pairs (a distribution of classifiers) [Cotter 
et al., 2019]

○ A randomized classifier.

Randomized Classifiers
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Related Work

● [Agarwal et al., 2018]: an ensemble of standard strong learners.

○ General method that is also compatible with GBM.

○ Increases training time dramatically (default: 50x increase).
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Related Work

● [Agarwal et al., 2018]: an ensemble of standard strong learners.

○ General method that is also compatible with GBM.

○ Increases training time dramatically (default: 50x increase).

FairGBM

● Boosting fits an additive model:                                          .

● Model iterate at iteration k : simply add the first k trees!

additive basis function
(e.g., regression tree for GBM)
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Related Work

● [Agarwal et al., 2018]: an ensemble of standard strong learners.

○ General method that is also compatible with GBM.

○ Increases training time dramatically (default: 50x increase).

FairGBM

● Boosting fits an additive model:                                          .

● Model iterate at iteration k : simply add the first k trees!

● FairGBM randomized classifier carries virtually no CPU or memory overhead.

additive basis function
(e.g., regression tree for GBM)

over the model iterates

Randomized Classifiers
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FairGBM Training Algorithm
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● Datasets
○ ACS folktables datasets [Ding et al., 2021]

■ Five public datasets based on US census data;
■ Includes modern-day version of UCI Adult dataset;
■ 1M to 3M rows;

○ Account Opening Fraud dataset
■ In-house real-world data stream of account opening fraud on a major European bank;
■ 500K rows;

● Literature baselines:
○ Fairlearn Exponentiated Gradient Reduction [Agarwal et al., 2018]
○ Fairlearn Grid Search [Agarwal et al., 2018]
○ Fairlearn Random Search
○ Unconstrained LightGBM [Ke et al., 2017]

Experimental Setup
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Results on ACSIncome dataset

https://feedzai.com/


25© 2023 Feedzai.

Results on ACSIncome dataset

ACSIncome
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Results on AOF dataset
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Other 
Datasets
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Results on ACS datasets
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● Open-source package available at

https://github.com/feedzai/fairgbm/

● Try it out for yourself (on linux)

Open-Source Repository

https://feedzai.com/
https://github.com/feedzai/fairgbm/


Thank You
Check out the paper at https://arxiv.org/pdf/2209.07850

Check out the code at https://github.com/feedzai/fairgbm
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https://github.com/feedzai/fairgbm

