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https://github.com/guanjq/targetdiff


Given protein binding site:  

3D atom coordinates

Protein atom features, such as element types, amino acid types, etc.

Goal: Generate binding molecules  

Problem Definition
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liGAN (Ragoza et al. 2022) : a conditional VAE model

Problem:
• Not rotational equivariant
• Voxelization operation will lead to poor scalability 
Matthew Ragoza, Tomohide Masuda, and David Ryan Koes. Generating 3D molecules conditional on receptor binding sites with deep 
generative models. Chem Sci, 13:2701–2713, Feb 2022. 

Related Work
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Autoregressive Model (Luo et al., 2021): Learns 𝑝(𝒙, 𝑣|𝒫)

3D Masked Language Modeling training +  Autoregressive Sampling

Shitong Luo, Jiaqi Guan, Jianzhu Ma, and Jian Peng. A 3d generative model for structure-based drug design. Advances in Neural 
Information Processing Systems, 34, 2021. 

Related Work
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Pocket2Mol (Peng et al., 2022)
Improvement compared to AR (Luo et al., 2021):
• Relative Position Prediction
• Bond Prediction
• Apply Vector-Based Neural Network 

Problem of autoregressive models
• Training and sampling doesn’t align well (exposure bias)
• Doesn’t consider the probability of the entire 3D structure à unrealistic fragments
• Doesn’t scale well when generating large binding molecules is necessary

Xingang Peng, Shitong Luo, Jiaqi Guan, Qi Xie, Jian Peng, and Jianzhu Ma. Pocket2mol: Efficient molecular 
sampling based on 3d protein pockets. ICML, 2022 

Related Work
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• Training and sampling are aligned

• Capture the global structure information

• Avoid voxelization and scale well for large molecules

3D Equivariant Diffusion
Overview
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• Calculate the noisy distribution of any time step in closed-form:

• Using Bayes theorem, we can also compute the posterior of x and v in closed-form:

• Joint distribution of continuous atom coordinates and discrete atom types

3D Equivariant Diffusion
Diffusion Process
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A denoising equivariant neural network:

3D Equivariant Diffusion
Equivariant Generative Process
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A denoising equivariant neural network:

Assumption: if the ligand molecule has a good binding affinity to protein
à the flexibility of atom types should be low 
àentropy of )𝑣! is low

Our model can serve as a scoring function to perform affinity ranking and prediction

3D Equivariant Diffusion
Affinity Ranking and Prediction
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JS-div between distributions of 
bond distances

Experiments
Molecular Structure Analysis
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Median RMSD for rigid fragment 3D structure 
before and after the force-field optimization

Percentage of different ring sizes for 
reference and model generated molecules

Experiments
Molecular Structure Analysis



11

Experiments
Target Binding Affinity



12

• Unsupervised learning can provide useful information for binding affinity ranking.
• The entropy score provides some complementary information to traditional chemical / 

physical-based score function like Vina
• When provided with labeled data, the final hidden embedding hL (i.e. hidden emb) with a 

simple linear transformation could improve the correlation to a large extent.  

Binding affinity prediction on PDBBind v2020

Experiments
Binding Affinity Ranking and Prediction

Spearman’s rank correlation between 
different indicators and pK
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