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Vision	Transformers	in	Volumetric	Segmentation

● Significant	progress	have	been	demonstrated	of	integrating	vision	transformer	as	a	generic	
backbone	in	the	medical	domain	
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● However,	it	is	challenging	to	adapt	for	volumetric	segmentation	due	to	the	quadratic	
complexity	with	respect	to	the	input	size,	especially	for	high-resolution	images

Hatamizadeh, Ali, et al. "Unetr: Transformers for 3d medical image segmentation.”, WACV 2022.



Hierarchical	Transformer

● With	Swin Transformer	as	the	generic	backbone,	we	found	that	the	key	
contribution	for	significant	improvement	in	performances	are	attributed	to:
1. The	scaling	behavior
2. The	self-attention	mechanism	with	large	receptive	field
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Hatamizadeh, Ali, et al. "Swin unetr: Swin transformers for semantic segmentation of brain tumors in mri images.”, 
MICCAI 2022 Brainlesion Workshop



Explorative	Insights	

We	further	found	that:	
● The	computation	of	window-based	attention	

introduce	the	convolutional	prior	knowledge	such	as:	
○ Self-Attention	in	windows	with	shared	weights

■ Correspond	to	the	convolution	kernels
○ Hierarchical	feature	extraction

● Here	we	raise	a	question:
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Can we leverage convolution modules to enable the capabilities of 
hierarchical transformers?



Goals

With	the	recent	advances	of	DepthWise Convolution	(DWC),
● Liu	et	al.	provides	a	scalable	block	design	for	large	receptive	field	by	leveraging	
DWC	with	large	kernel	sizes
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In	this	works,	we	propose	3D	UX-Net	to:
1. To	simulate	the	large	receptive	field	characteristics	in	hierarchical	transformer	

with	large	kernel	DWC	design.
2. We	introduce	depth	pointwise	scaling	to	distribute	each	channel-wise	feature	

independently	into	a	wider	hidden	dimension	
3. We	evaluate	3D	UX-Net	with	three	public	volumetric	datasets,	achieving	

consistently	improvement	in	1)	direct	training	and	2)	finetuning	scenarios	with	
fewer	model	parameters.



New	Block	Design	for	Convolution	Neural	Network

6

Conv. 3x3x3, 
Channel

Input Feature

BN + ReLU

BN + ReLU

Conv. 3x3x3, 
Channel

Conv. 1x1x1, 
Channel

Input Feature

GN + ReLU

GN + ReLU

Conv. 3x3x3, 
Channel

Conv. 1x1x1, 
Channel * 4

GN 

MSA, w7x7x7

Input Feature

Linear, Channel * 4

Linear, Channel 

Linear, Channel

LN

GELU

DWC, w7x7x7

Input Feature

DCS 1x1x1, Channel * 4

DCS 1x1x1, Channel 

LN

GELU

Network Timeline for Volumetric Medical Image Segmentation

3D U-Net, 2016 SegResNet, 2018 SwinUNETR, 2022UNETR, 2021
H-DenseUNet, 

2017 3D UX-Net, 2023nnFormer, 2021

a) 3D U-Net  block

b) SegResNet block
c) Swin Transformer block

d) 3D UX-Net block



3D	UX-Net:	Complete	Network	Architecture
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Quantitative	Results
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Qualitative	Results
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Summary
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In	this	work,	we	revisit	the	3D	ConvNet block	design	to	investigate	the	feasibility	of:	

1. Achieved	the	state-of-the-art	performance	via	a	pure	ConvNet architecture	

2.			Yielded	much	less	network	complexity	compared	with	3D	vision	transformers

3.			Provided	a	new	exploratory	direction	of	designing	3D	ConvNet on	volumetric	
high-resolution	tasks



Thank	you.
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