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## Future Research Direction

- Non-linear Function Approximation.
- Algorithms 1 and 2 depend on span of the optimal value function: can we estimate or eliminate that?
- Will it be possible to achieve $\tilde{\mathcal{O}}(\sqrt{T})$ regret and violation bound under only basic Assumption using computationally efficient algorithm (even open for unconstrained case)?
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