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Introduction
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● Applications
○ Intellectual property protection

○ De-duplication in search results

○ Moderation (Social networks, etc.)

● Goal:

What is similarity search & copy detection?

Query

Similar images (& distance)

Search Data ⚠  

✔  

or 
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How? Representation Learning & Indexing

(1) Feature extraction

Neural 
Network

I ∈ R c h w x ∈ R d
(ex: d=512)
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How? Representation Learning & Indexing

(1) Feature extraction (2) Similarity Search

Neural 
Network

I ∈ R c h w x ∈ R d
(ex: d=512)

Index …

x0  x1  x2        xN

Return index with 
best score

Image n° 2

Brute-force search in all embeddings (Flat Index): 

→ slow, high memory cost

Ex: 1M database images and x ∈ R 512

Search time: ¼ s / image
Memory cost: 2Gb

xq s1  s2  s3        sN
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Index (with approximation): 

→ less accurate  -  fast, low memory cost

Ex: 1M database images and x ∈ R512

Search time: < 1ms / image
Memory cost: 8Mb

How? Representation Learning & Indexing

(2) Approximate Similarity Search

Index

Return index with 
best score

Image n° 2 
(not always)

Approximate 
Search

xq

(1) Feature extraction

Neural 
Network

I ∈ R c h w x ∈ R d
(ex: d=512)
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Approximations

Ex: space partitioning

IVF (Inverted File)

Search only in some subsets
Here →  red cell 

Picture from https://www.pinecone.io/learn/product-quantization/ 

Rd
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Quantized version 
stored by the index

Presentation of the Problem

Original image

Io

IndexIndexing

f(Io)

First rank result

Approximate
 Search

��
Io

Published as is

Latent space - Rd

Image editing

f(t(Io))

t(Io)
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Presentation of the Problem → Our Improvement

Index

Original image

Indexing

Io

I*

Activated & Published

f(t(I*))

Activation

f(I*)

First rank result

Approximate
 Search

��

f(Io)

Latent space - Rd

Image editing t(I*)
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Method
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Neural 
Network

Image Optimization

Akin to adversarial attacks [1]

Ex. for PQ:

Goal: decrease the quantization error with fixed q(xo) : || x - q(xo) ||

Effect of the optimization on 

the latent representation 

xo

q(xo)

xt

Backpropagation  (only image pixels are optimized)

x 10 steps

x1

xn

… 

 [1. Szegedy et al. Intriguing properties of neural networks. In ICLR, 2013. ]
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Perceptual Attenuation (Hand-crafted)

Neural 
Network xt

Backpropagation  (only distortion pixels are optimized)

X 10 steps

δt 

Io 

It 

Impose perceptual constraints on activated image?
→ optimize δ (not I)

 [2. Wu et al. Enhanced just noticeable difference model for images with pattern complexity. IEEE TIP 2017.]

Perceptual model: for each pixel, how much distortion is noticeable for the human eye [2]

H 
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Results
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Experimental Setup

 [3. Douze et al. The 2021 image similarity dataset and challenge. Arxiv 2021]

Dataset - DISC 2021 (NeurIPS Image Similarity Challenge Dataset) [3]
- 1M reference images, 
- Of which 10k queries: edited versions of reference images

Experiment - Index 1M reference images, then look the nearest neighbors of query

Metrics
Recall 1@1: Proportion of 10k queries where the 1st rank result is the original image

Parameters
Neural net. extractor: ResNet50 trained with SSCD [4]

 [4. Pizzi et al.  A Self-Supervised Descriptor for Image Copy Detection. ICCV 2022.]
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R@1 - Retrieval Results

Different transformations are applied 
to images before search:
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Qualitative Results
Avg over 10k images: PSNR= 43.8 ± 2.2 dB - SSIM= 0.98 ± 0.01 - ||I − I′||∞ = 14.5 ± 1.2
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Conclusion
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Index

Approximate
 Search

Use Case
Copy Detection of Protected Images

Io I*

Activated image 
posted online

Index

Active Indexing

Ex:  ShutterStock, Getty, DALL•E, etc.

I* t(I*)

Image editing

Outside  
World

First rank result

Is a copy,
→  take action
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Conclusion

Key takeaways
- Image copy detection: improved if images can be modified before their release
- Image optimization scheme: reduce impact of approximate similarity search

Limitations
- Limited to use-cases where images can be modified before their release
- Not agnostic to index and feature extractor
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Conclusion

Key takeaways
- Image copy detection: improved if images can be modified before their release
- Image optimization scheme: reduce impact of approximate similarity search

Limitations
- Limited to use-cases where images can be modified before their release
- Not agnostic to index and feature extractor

Thanks for your attention!
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Appendix
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R@1 - Retrieval Results

Different transfo. are applied to images before search:
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R@1 - Retrieval Results

Different transfo. are applied to images before search:
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R@1 - Retrieval Results

IVFPQ vs. IVFPQ16

Active 1 probe  ≈ Passive 16 probes
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PRC - Copy Detection Results

x2 in  Area under PRC 
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PQ 
(Product Quantization)
→ Vector compression

Produces a list of centroids:
x is represented by 
[c1, c2, …, cm] with ci ∈ 

[0,2k]

LSH 
(Locality Sensitive Hashing)
→ Both (depends on context)

Produces binary codes ([0,1]):
Left side of    → 0
Right side of    → 1

Some Indexing Methods

IVF 
(Inverted File)
→ Space partitioning

Search only in some cells
Here →  red cell 

Pictures from https://www.pinecone.io/learn/product-quantization/ 
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L∞ bound VS. perceptual model



28

Time


