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Background

• Temporal graph represents a sequence of time-stamped events.

• Recently, temporal graph neural networks (TGNs) have become powerful models 

for learning temporal graphs.   



Background

• A basic assumption among TGNs is that the class set of nodes is always closed.

• However, in real-world scenarios, it often faces the open set problem with the 

dynamically increased class set as the time passes by.



Motivation

• We attempt to investigate open temporal graph neural network.

• Challenge 1:

➢What knowledge should be transferred between connected new class node and 

old class node on open temporal graph neural network?

• Challenge 2:

➢How to address the catastrophic forgetting over old classes on open temporal 

graph neural network?



Method

• To prevent catastrophic knowledge forgetting, we propose to select representative 

and diverse triads to replay.

• To mitigate the issue of heterophily propagation, We design a new message passing 

mechanism to only propagate class-agnostic knowledge between nodes of different 

classes.



Method

• Based on information bottleneck, we could extract class-agnostic representations from 

node embeddings.

• For connected nodes with different classes, we only transfer class-agnostic knowledge 

between them.

• We assume the pseudo-label of a test node to be the one that appears the most times 

among its neighbor nodes in the training set.



Method

• We intend to select both representative and diverse triads to replay for overcoming 

catastrophic forgetting.

• We develop a greedy algorithm to find its approximate solution, and give a theoretical 

guarantee to the lower bound of the approximation ratio.



Experiment

• Our method outperform other baselines by a large margin.



Experiment

• From ablation study, we can find that each component in our method is effective.
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