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Main Challenges of Multi-Task Learning

Definition 1 (Conflicting Gradients). The gradients gi of task
𝒯𝒯𝑖𝑖 and g𝑗𝑗 of task 𝒯𝒯𝑗𝑗 are said to be conflicting with each other of
cos𝜙𝜙𝑖𝑖𝑗𝑗 < 0, where 𝜙𝜙𝑖𝑖𝑗𝑗 is the angle between gi and g𝑗𝑗.

Gradient Descent PCGrad

https://github.com/moukamisama/Recon
https://proceedings.neurips.cc/paper/2020/file/3fe78a8acf5fda99de95303940a2420c-Paper.pdf


Gradient Surgery Cannot Reduce Conflicting Gradients
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Figure 1: The distributions of gradient conflicts (in terms of cos𝜙𝜙𝑖𝑖𝑗𝑗) of the joint-training baseline
and state-of-the-art gradient manipulation methods on Multi-Fashion+MNIST benchmark.

https://github.com/moukamisama/Recon


Our Proposed Method: Recon
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Figure 2: (a) In joint-training, the update vector is dominated by gi due to the conflicting
gradients. (b) PCGrad use the average gradients of the projected gradients as the update
vector to reduce the influence of conflicting gradients. (c) Our approach Recon finds the
parameters contributing most (e.g., 𝜃𝜃3) to gradient conflicts and turn them into task specific
ones. In effect, it performs an orthographic/coordinate projection of conflicting gradients to the
space of the rest parameters (e.g., 𝜃𝜃1 and 𝜃𝜃2) such that the projected gradients gi

𝑓𝑓𝑖𝑖𝑓𝑓 and gj
𝑓𝑓𝑖𝑖𝑓𝑓.

(d) Illustration of Recon turning a shared layer with high conflict score to task-specific layers.

https://github.com/moukamisama/Recon
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Definition 2 (Layer-wise Conflicting Gradients). 
The gradients gi

(𝑘𝑘) and g𝑗𝑗
(𝑘𝑘) (𝑖𝑖 ≠ 𝑗𝑗) are said to be conflicting with each other

of cos𝜙𝜙𝑖𝑖𝑗𝑗
(𝑘𝑘) < 0, where gi

(𝑘𝑘) and gj
(𝑘𝑘) denote the gradients of tasks 𝒯𝒯𝑖𝑖

and𝒯𝒯𝑗𝑗 w.r.t. the 𝑘𝑘𝑡𝑡𝑡 shared layer 𝜃𝜃𝑠𝑠𝑡𝑘𝑘 respectively.

Definition 3 (S-Conflict Scores). 

For any −1 < 𝑆𝑆 ≤ 0, the 𝑆𝑆-conflict score for the 𝑘𝑘𝑡𝑡𝑡 shared layer is the
number of different pairs 𝑖𝑖, 𝑗𝑗 𝑖𝑖 ≠ 𝑗𝑗 s.t. cos𝜙𝜙𝑖𝑖𝑗𝑗

(𝑘𝑘), denoted as 𝑠𝑠(𝑘𝑘).

https://github.com/moukamisama/Recon
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Step 1: Calculating the S-Conflict Scores for each shared layers.
Step 2: Set layers with top conflict scores task-specific.
Step 3: Train the modified network from scratch with any gradient 
manipulation methods.

https://github.com/moukamisama/Recon


Theoretical Analysis
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Theorem 1

Assume that ℒ is differentiable and for any two different tasks 𝒯𝒯𝑖𝑖 and𝒯𝒯𝑗𝑗, it
satisfies

cos𝜙𝜙𝑖𝑖𝑗𝑗
(𝑘𝑘) ||𝑔𝑔𝑖𝑖

𝑘𝑘 || < ||𝑔𝑔𝑗𝑗
𝑘𝑘 ||, ∀𝑘𝑘 ∈ ℙ,

where ℙ is the set of indices of the layers turned task-specific, then for 
any sufficiently small learning rate 𝛼𝛼 > 0,

ℒ(�𝜃𝜃𝑟𝑟) < ℒ(�̂�𝜃) ,
where �𝜃𝜃𝑟𝑟 denotes the parameter after one-step gradient update applying 
Recon, �̂�𝜃 denotes one without applying Recon.

https://github.com/moukamisama/Recon
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Figure 3: The distributions of gradient conflicts (in terms of cos𝜙𝜙𝑖𝑖𝑗𝑗) of baselines and baselines
with Recon on Multi-Fashion+MNIST benchmark.

https://github.com/moukamisama/Recon
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Table 1: Multi-task learning results on PASCAL-Context dataset with 4-task setting.

https://github.com/moukamisama/Recon
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