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Training

Trained on pairs of similar sequences 

Expectation Maximization (EM) algorithm like training, 

● E-step : We freeze encoder and set codebook E via offline K-means 
clustering in representation space.

● M-step: We freeze codebook E and optimize a pairwise loss function over a 
set number of batches. 
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● Likelihood Loss - To explicitly minimize the
● Contrastive Loss - To learn discriminative 
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Spoken Term Detection 
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S-DTW over Posteriorograms 
generated by SOTA ASRs
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