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Introduction

+ DL models are vulnerable to adversarial attacks /examples

+ Transfer white-box adversarial attacks to form black-box attacks

+ I-FGSM, PGD, etc.

Transfer-based Attacks

+ DIM (Xie et al., 2019)

+ Random resizing and zero-padding

+ TIM (Dong et al., 2019)

+ Image translation

+ SIM (Lin et al., 2020)

+ Scaling the pixel values

+ Admix (Wang et al., 2021)

+ Mixing gradients from different label classes

We propose ILA-DA, which

+ consists of 3 novel augmentation techniques

+ outperforms SOTA attacks on 9 undefended models and 6 defended models

+ can be incorporated into other transfer-based attacks to further strengthen its attack transferability

▶

Predefined and fixed image 
transformations



Our Method
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Intermediate-
Level Attack
(        )

ILA (Intermediate Level Attack) (Huang et al., 2019)

+ Given 3 Inputs:

+ A clean example 𝒙

+ An existing adversarial example 𝒙′

+ An example to be fine-tuned 𝒙′′

+ 𝐹𝑙: The output of a DNN model 𝐹 up to the 𝑙𝑡ℎ layer

+ ILA (Projection) Loss: Maximize the intermediate feature discrepancy

, where

▶◀ Introduction

ILA

Fig. 1
The schematic 
diagram of ILA.
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Our Method

+ Automated Data Augmentation

+ Learn the most effective augmentation from a set of candidates

+ Sample a transformation function 𝑇 from a learnable distribution 𝑝𝛼

+ The probability parameter 𝛼 is updated using the Gumbel Softmax reparameterization trick

+ Reverse Adversarial Update

+ 𝒙𝑟𝑒𝑣 = 𝑇𝑎𝑑𝑣 𝒙 = 2𝒙 − 𝒙′

+ Increase the confidence of 𝒙 being recognized as the right class

+ Minus the adversarial example to boost the confidence

+ Attack Interpolation

+ 𝒙𝑡+1
′ ← 𝜆𝒙𝑡

′′ + 1 − 𝜆 𝒙𝑡
′

+ Strengthen the reference attack with the finetuned attack

+ Adaptive 𝜆 based on the norm of the feature maps discrepancy

▶◀ ILA Results

Fig. 2
The schematic 
diagram of the 
proposed ILA-DA.
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Results

Undefended Models

+ ImageNet, CIFAR-10, 
CIFAR-100

+ 9 pretrained models

+ 𝜖 = 8/255 and 13/255

+ I-FGSM10 → ILA-DA50

Defended Models

+ ImageNet

+ 6 defences from NIPS-
2018 Competition

+ 𝜖 = 16/255

+ I-FGSM10 → ILA-DA500

▶◀ Our Method Results (2)
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Results (2)

Ablation Study

+ We study each of the three proposed techniques

+ Data augmentation is the most effective among the three

+ Sampling based on the learned distribution is more effective than sampling randomly

+ Applying all three techniques together gives the highest average success rate

▶◀ Results Summary



Summary

ILA-DA applies 3 novel augmentation techniques:
• automated data augmentation
• reverse adversarial update
• attack interpolation

ILA-DA outperforms SOTA on 9 undefended 
models and 6 defended models. 

ILA-DA highlights the effectiveness of data 
augmentation in transfer-based attacks.
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