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Contribution 1.

Stable DT Learning Algorithm

Partition by w = [x; = 1] w =[x, = 1] w =[x, = 0]

X1 X2 y X1 X2 y X1 X2 y
Ly -1.3  -1.8 0 -1.3  -1.8 0 -1.3  -1.8 0
Dataset L 0.9 0.3 1 0.9 0.3 1 3.2 -0.3 0

X1 X2 y 0.1 2.5 1

5.2 1.1 1

-1.3 -1.8 0 X1 X2 y X1 X2 y X1 X2 y
0.9 0.3 1 Ln 5.2 1.1 1 5.2 1.1 1 5.2 1.1 1
0.1 2.5 1 3.2 -0.3 0 0.9 0.3 1 0.9 0.3 1
39 03 0 32 -03 0 01 25 1

Accuracy(w) = 3/5 Accuracy(w) = 3/5 Accuracy(w) =5/5

Standard Greedy Alg. & = argmax,, Accuracy(w)
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C
Proposed Stable Alg. @ ~ Pr[w] « exp (E Accuracy(w))




Contribution 2.

Stability Guarantee

= Average Sensitivity [Varma & Yoshida, SODA’ 21]

- The average difference of the learned trees before/after
one data point removal.

1 n
Ez dpr(DT;, DTL\{i})
i=1

- L: the training set £ = {x;,y;}i=,
- n: the size of £
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the number of different nodes between trees

- L: the training set £ = {x;,y;}I- i{‘gﬁ ig.gm dpr (DT, DT")
- n: the size of L

= Main Result

L B2%log|Q)|
Average Sensitivity of Proposed Alg.= O
en
- B: the depth of tree * Typically, 28 « n to avoid overfitting.

- (): the set of splitting rules w ¢ Stable when e ~ 1.
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Example Results (more in paper)

Average Sensitivity

Removel Remove 1% Remove 10%
s Data: breast—cancer rfroposed —o-  —a— v

Q“:}.gss. e S]] Proposed Alg. ~ Greedy
5 0.950 e Less stable

o o 0.945 € i

© < 0,940 * Higher accuracy

Y D0.035 . d Al g

Z S 930 Large Proposed Alg. ~ Random
lf_fg 0,925 e More stable

1075 10-1 100 092055 €« Lower accuracy
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