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Instability of Decision Tree (DT) Learning

◼ When one data point is removed
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Standard Greedy Algorithm

Removal of        induces 
a completely different tree.
→ “Unstable” Learning Algorithm

Not intuitive
≈ Less reliable
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Contribution 2. 

Stability Guarantee

◼ Average Sensitivity [Varma & Yoshida, SODA’21]

• The average difference of the learned trees before/after 
one data point removal.
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• Typically, 2𝐵 ≪ 𝑛 to avoid overfitting.
• Stable when 𝜖 ∼ 1.



Example Results (more in paper)

◼ Data: breast-cancer
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Example Results (more in paper)

◼ Data: breast-cancer

• Most frequent tree patterns (100 trials w/ Remove 10%）
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