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Reinforcement 

Learning

(RL)

𝐑𝐋 𝑟 ≔ argmax
𝜋

𝐄𝜋 Σ𝑡𝛾
𝑡𝑟 𝑠𝑡 , 𝑎𝑡

𝑟 𝑠, 𝑎 𝜋∗

Constrained

RL

𝑟 𝑠, 𝑎
𝑐𝑖 𝑠, 𝑎 ∀𝑖

𝜋∗

𝐂𝐑𝐋 𝑟, 𝑐𝑖 , 𝛽𝑖 𝑖=1
𝑛 ≔ argmax

𝜋
𝐄𝜋 Σt𝛾

𝑡𝑟 𝑠𝑡 , 𝑎𝑡

s. t. 𝐄𝜋 Σ𝑡𝛾
𝑡𝑐𝑖 𝑠𝑡 , 𝑎𝑡 ≤ 𝛽𝑖 ∀𝑖



Inverse

RL

𝐈𝐑𝐋 𝐷 returns 𝑟(𝑠, 𝑎) s.t. 𝐑𝐋 𝑟 ≈ 𝐷

𝐷 ∼ 𝜋∗ 𝑟(𝑠, 𝑎)

Inverse

Constrained

RL
𝐷 ∼ 𝜋∗

𝑟 𝑠, 𝑎
𝑐𝑖 𝑠, 𝑎 ∀𝑖

𝐈𝐑𝐋 𝐷 returns 𝑟 𝑠, 𝑎 , 𝑐𝑖 𝑠, 𝑎 ∀𝑖
s.t. 𝐂𝐑𝐋 𝑟, 𝑐𝑖 , 𝛽𝑖 𝑖=1

𝑛 ≈ 𝐷



Inverse

Constraint

Learning

𝐷 ∼ 𝜋∗

𝑐 𝑠, 𝑎

𝐈𝐂𝐋 𝐷, 𝑟 returns 𝑐 𝑠, 𝑎
s.t. 𝐂𝐑𝐋 𝑟, {𝑐, 𝛽} ≈ 𝐷

𝑟 𝑠, 𝑎

Inverse

RL

𝐈𝐑𝐋 𝐷 returns 𝑟(𝑠, 𝑎) s.t. 𝐑𝐋 𝑟 ≈ 𝐷

𝐷 ∼ 𝜋∗ 𝑟(𝑠, 𝑎)

Inverse

Constrained

RL
𝐷 ∼ 𝜋∗

𝑟 𝑠, 𝑎
𝑐𝑖 𝑠, 𝑎 ∀𝑖

𝐈𝐑𝐋 𝐷 returns 𝑟 𝑠, 𝑎 , 𝑐𝑖 𝑠, 𝑎 ∀𝑖
s.t. 𝐂𝐑𝐋 𝑟, 𝑐𝑖 , 𝛽𝑖 𝑖=1

𝑛 ≈ 𝐷



• Novel formulation that can learn an arbitrary constraint function 
from optimal constrained demonstrations (ICL)

• First method that can learn a soft/expected constraint

• Experiments on synthetic environments, robotics environments 
and with real world driving scenarios

Hard constraints Soft constraints

“do not use more than 3 units of energy”

satisfy for any individual trajectory satisfy on average across a 

set of trajectories



Learning reward 

given constraints

Instantaneous 

constraints
Constraint sets

Non neural 

network based 

continuous 

constraints

Maximum 

entropy 

constraint 

learning

Bayesian

constraint 

learning

Hard

constraints

Soft/expected

constraints

(different setting) Ensure constraint 

𝑐 𝑠, 𝑎 ≤ 𝛽 is satisfied 

at every step within 

any trajectory

Find sets of state-

action pairs that are 

not allowed 

(constrained)

methods using the 

maximum entropy 

formulation

methods using 

Bayesian updating to 

learn the 

reward/constraint

Ensure constraint 

Σ𝑡𝛾
𝑡𝑐 𝑠𝑡 , 𝑎𝑡 ≤ 𝛽 is 

satisfied for any 

trajectory

Ensure constraint

E[Σ𝑡𝛾
𝑡𝑐 𝑠𝑡 , 𝑎𝑡 ] ≤ 𝛽 is 

satisfied in 

expectation across a 

set of trajectories

Parametric and non 

parametric continuous 

constraints



Policy 

optimization

Reward function 

adjustment

Constrained 

Policy 

optimization

Constraint 

function 

adjustment

Inverse RL ICL



Constrained 

Policy 

optimization

Constraint 

function 

adjustment

ICL

Constrained Policy Optimization:
𝜋∗ ≔ argmax𝜋 𝐉

𝜋 𝑟 s. t. 𝐉𝜋 𝑐 ≤ 𝛽

Add to set of optimal policies:
Π ← Π ∪ {𝜋∗}

Constraint function adjustment:
𝑐∗ ≔ argmax𝑐min

𝜋∈Π
𝐉𝜋 𝑐 s. t. 𝐉𝜋𝐸 𝑐 ≤ 𝛽

Define 𝐉𝜋 𝑟 ≔ 𝐄𝜋[Σt𝛾
𝑡𝑟 𝑠𝑡 , 𝑎𝑡 ]



Constrained 

Policy 

optimization

Constraint 

function 

adjustment

ICL

Constrained Policy Optimization:
𝜋∗ ≔ argmax𝜋 𝐉

𝜋 𝑟 s. t. 𝐉𝜋 𝑐 ≤ 𝛽

Add to set of optimal policies:
Π ← Π ∪ {𝜋∗}

Constraint function adjustment:
𝑐∗ ≔ argmax𝑐min

𝜋∈Π
𝐉𝜋 𝑐 s. t. 𝐉𝜋𝐸 𝑐 ≤ 𝛽

(Theorem 1) Alternating between these 
optimization procedures converges in the sense 
that eventually 𝜋∗ becomes 𝜋𝐸

Difficult to optimize!

Define 𝐉𝜋 𝑟 ≔ 𝐄𝜋[Σt𝛾
𝑡𝑟 𝑠𝑡 , 𝑎𝑡 ]



Constrained 

Policy 

optimization

Constraint 

function 

adjustment

ICL

Constrained Policy Optimization:
𝜋∗ ≔ argmax𝜋 𝐉

𝜋 𝑟 s. t. 𝐉𝜋 𝑐 ≤ 𝛽

Add to set of optimal policies:
Π ← Π ∪ {𝜋∗}

Constraint function adjustment:
𝑐∗ ≔ argmax𝑐𝐉

𝜋mix 𝑐 s. t. 𝐉𝜋𝐸 𝑐 ≤ 𝛽

(Theorem 1) Alternating between these 
optimization procedures converges in the sense 
that eventually 𝜋∗ becomes 𝜋𝐸

Simpler to optimize

Define 𝐉𝜋 𝑟 ≔ 𝐄𝜋[Σt𝛾
𝑡𝑟 𝑠𝑡 , 𝑎𝑡 ]





Loop alternates between 

Constrained RL and 

Constraint adjustment



Loop alternates between 

Constrained RL and 

Constraint adjustment

Constrained optimization using 

the penalty method:

min
𝑦

𝑓 𝑦 s. t. 𝑔 𝑦 ≤ 0

becomes

min
𝑦

𝐿 𝑦 ≔ 𝑓 𝑦 + 𝜆 ReLU 𝑔 𝑦

Constrained RL 

algorithm can be 

replaced with any 

equivalent algorithm!



Gridworld CartPole Mujoco Highway driving

Experiments

Synthetic Robotics Real world

Metrics

• Constraint MSE (recovered vs true)

• Similarity between policies (learned vs expert)

Baselines

• GAIL Constraint: Ho & Ermon (2016)

• ICRL: Malik et al. (2021)



Experiments

Synthetic Robotics Real world

Dissimilarity between policies (learned vs expert)

Constraint MSE (recovered vs true)

Recovered constraint is 

closest to the true constraint 

for our method

Learned policy is similar to 

the expert policy in 5/6 

environments



Experiments

Synthetic Robotics Real world

Recovered constraint functions

Since these environments 

are based on real world 

autonomous driving 

datasets, ground truth 

constraints are not known!

Our method finds more 

reasonable constraints than 

the baselines.

(HighD)

(ExiD)



Advantages:

• Accurate and sharp constraints

• Can learn complex constraints

• Learns a policy similar to the expert policy in most cases

• Any method can be used for constrained RL

• Works with stochastic dynamics

Future work:

• Learn multiple constraint functions? 

Or reward with constraints?

• Address unidentifiability

• Learn from suboptimal trajectories?

One-line summary:

“new technique to learn soft/expected constraint 

from expert demonstrations”

Please visit our poster!

Location: MH1-2-3-4 #104

Time: 11:30am – 1:30pm (today)
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