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Motivation

Most approaches for vectorized sketch generation have limited 

ability to model complex (long stroke points) sketches!
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lVectorization representation
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l Backward (Generative) process



lNoise approximator 𝝐𝜽
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l Recognizability based shortcut sampling

Our Model
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Sketch generated from random noise

Unconditional generation
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Conclusion

Thank you!

For further details and code, please see our paper and visit our 
GitHub page at: https://github.com/XDUWQ/SketchKnitter

lWe show for the first time sketch generation can be formulated as a
process of deformation-based denoising.

lWe devise a recognition-based skip function for a more efficient sampling.
lModel trained for unconditional generation could be readily extended for

conditional generation by incorporating a perceptual similarity based
gradients into the sampling.

https://github.com/XDUWQ/SketchKnitter

