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Uncertainty Quantification

Context

65% cat (over 5 breeds)
25% tiger
5% puma
5% leopard
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On overconfidence: Guo et al. 2017
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Context

Deep Ensembles 
(Lakshminarayanan et al. 2017)

Cons:
- Number of operations
- Memory storage
- Inference time

Implicit Ensembles
w/ subnetworks

Cons:
- Multiple forward passes
- Subnetworks not independent

● BatchEnsemble (Wen et al. 2019)
○ Subnetwork-specific parameters

● MIMO (Havasi et al. 2021)
○ Several subnetworks within one 

network.

● Masksembles (Durasov, et al. 2021) 
○ Random masks to disable a subset of 

parameters at each forward pass.
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Figure 1 – Deep Ensembles

Lottery ticket hyp. (Frankle et al. 2018)

Ensembles of small networks can be as good 
as medium networks (Lobacheva et al. 2021)
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Packed-Ensembles: Seamlessly training ensembles!

Method
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How can we build a backbone containing independent subnetworks run in parallel?

Simple & efficient generalization of Deep Ensembles
Independent 

subnetworks in parallelSingle

Figure 2 – From a single network to Packed-Ensembles
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Grouped convolutions (Krizhevsky et al. 2012)
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Method

The output channel c is produced by a specific group, identified by the integer , 
which only uses of the input channels:

Grouped Linear mask
(groups=2)

: number of input channels.

: number of output channels.

: number of groups.

Output features
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1st layer
Feature maps

Classification headInput

Seamlessly training ensembles
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Method

2nd layer
Feature maps
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Grouped convolution with αPacked-Ensembles layer

Modulating model capacity

Method
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Number of parameters of a convolution

Two specific cases:
Grouped convolution

Single Network

Deep Ensembles w/ 
M subnetworks 

Kernel sizeOutput channels

Input channels

M: number of subnetworks

α : width factor

γ : number of subgroups
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1st layer

Packed-Ensembles
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Method

Figure 3 – Animation of Packed-Ensembles

2nd layer×α=1.5

×α=1.5

×α=1.5

×α=1.5

Classification headsInput

α=1.5
M=2
γ=1
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Experiments - CIFAR

Experiments

Table 1 - Performance of various ensembles methods on CIFAR - M=4, α=𝛾=2 – ResNet-50
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ImageNet-O: Hendrycks et al. 2021a
ImageNet-R : Hendrycks et al. 2021b
Texture: Wang et al. 2022

Experiments

Experiments - ImageNet

Table 2 - Performance of various ensembles methods on ImageNet - M=4, 𝛾=1
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Texture Dataset ImageNet - O ImageNet - R

First
Second
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Discussions

ND: Non-Deterministic backward propagation

DI: Different Initialization

DB: Different Batch composition & order

Obvious sources of diversity seem equivalent

Diversity in Ensembles is essential (Fort et al.). But where does it come from?

Diversity

Table 3 - Performance with respect to stochasticity sources CIFAR-100
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MI: Mutual Information

Stochasticity in:

Packed-Ensembles

Deep Ensembles
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Discussions

Figure 4 - Sensitivity Analysis on α – ResNet-50, CIFAR-100

Sensitivity Analysis on α – capacity modulator
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PE(α,M,γ)
M=4, γ=1
M=8, γ=2
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Discussions

Figure 5 - Sensitivity Analysis on γ – ResNet-50, CIFAR-100

Sensitivity Analysis on γ – sparsity modulator
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PE(α,M,γ)
α=2, M=4
α =3, M=8
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Conclusion & Takeaways

Packed-Ensembles: controlled trade-off
between accuracy & uncertainty vs. model 
complexity

We propose TorchUncertainty, a new 
PyTorch library which includes code for PE

Packed-Ensembles for Efficient Uncertainty Estimation
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Ensembles of small independent neural networks 
can be as effective as ensembles of large DNNs

Sources of diversity seem equivalent

Main takeaway:

Other takeaways:

TorchUncertainty

torch-uncertainty.github.io
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