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Continually Changing Environments

2Wang, Q., Fink, O., Van Gool, L., & Dai, D. (2022). Continual test-time domain adaptation. CVPR.
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Continual Test-time Adaptation (CTA)

3Wang, Q., Fink, O., Van Gool, L., & Dai, D. (2022). Continual test-time domain adaptation. CVPR.
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Fine-tune
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High memory consumption of CTA

Traditional CTA cannot fit into low-
memory devices.
• (B) Require large batch size for 

statistic estimation.
• (L&C) The cache tensor 𝑧 scales 

by number of layers and 
channels.

Batch-norm



Memory-Efficient Adaptation by MECTA

• (Reduce B) Adaptive and online 
statistic estimation on dynamic 
distributions for accurate 
statistics on small batch sizes.
• (Reduce C) Channel-sparse 

gradients via stochastically-
pruned caches.
• (Dynamic L) Cache and train 

layers on demand.
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Memory-Efficient Adaptation by MECTA

MECTA greatly reduce running 
memory to 15%.



Benchmark with Constrained Cache
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Better accuracy on all noise, 
reasonable computation load.

MECTA norm avoid 
forgetting of TENT.



MECTA: Memory-Economic Continual Test-Time 
Model Adaptation

• New Problem: We initiate the study on the memory efficiency of 
continual test-time adaptation (CTA), revealing the substantial 
obstacle in practice.
• New Method: We propose a novel method with a simple plug-in 

MECTA Norm layer that improves the memory efficiency of different 
CTA methods. 
• Better Memory-Robustness Trade-off: Our method maintains 

comparable performance to full back-propagation methods while 
significantly reducing the dynamic and maximal cache overheads. 
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Improve on-device machine learning memory efficiency 
on changing environments.
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