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Motivation
Background of Tabular Data Prediction

FETCH: a Data-Driven AutoFE

RowID Age Gender Weight (kg) Height (m) Heart disease
1 25 M 75 1.82 No
2 37 F 52 1.57 No
3 75 F 69 1.63 Yes
4 54 M 73 1.68 Yes
… … … … … …

10000 69 M 88 1.75 Yes

Tabular data prediction usually is classification or regression task based on target value.

Common models to fit tabular data:

 Neural network (NN): MLP, Wide&Deep, TabNet, NODE, FT-Transformer

 Gradient Boosting Decision Tree (GBDT): Xgboost, LightGBM, CatBoost, Random Forest

rows = samples

columns = features or attributes of each sample
target

Tabular data:
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Motivation
Background of Tabular Data Prediction

FETCH: a Data-Driven AutoFE

Recent works [1-3] show that GBDT generally outperforms NN on tabular data prediction.

GBDT is widely used in Kaggle competition and other business scenarios.

rows = samples

columns = features or attributes of each sample
target

Tabular data:

[1] Gorishniy, et al. "Revisiting deep learning models for tabular data." NIPS. 2021.

[2] Grinsztajn, et al. "Why do tree-based models still outperform deep learning on typical tabular data?." NIPS. 2022.

[3] Shwartz-Ziv, et al. "Tabular data: Deep learning is not all you need." Information Fusion. 2022.

RowID Age Gender Weight (kg) Height (m) Heart disease
1 25 M 75 1.82 No
2 37 F 52 1.57 No
3 75 F 69 1.63 Yes
4 54 M 73 1.68 Yes
… … … … … …

10000 69 M 88 1.75 Yes



Company Bankruptcy Prediction数据集上基于强化学习的自动化特征工程方法 44 / 23Li et al. ICLR 2023

Motivation
Background of Feature Engineering

FETCH: a Data-Driven AutoFE

When choosing GBDT, it is important to preprocess features since generating informative 

features and removing redundant ones could significantly improve fitting performance and 

enjoy high interpretability.

Feature Engineering (FE): feature generation and feature selection.

Common FE operations / actions:

 Unary: abs, square, inverse, log, sqrt, power3

 Binary: +, -, ×, ÷, cross-combine

 Selection: delete
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Motivation
Background of Feature Engineering

FETCH: a Data-Driven AutoFE

For example, when dealing with a heart disease classification task, an experienced data scientist would 

generate a new feature named body mass index (BMI=Weight/Height2) based on prior knowledge, as studies 

have shown a significant correlation between this index and the probability of developing heart disease. 

Thus, this new feature can help the model fit better.

RowID Age Gender Weight (kg) Height (m) Weight/Height2 Heart disease
1 25 M 75 1.82 22.64 No
2 37 F 52 1.57 21.10 No
3 75 F 69 1.63 29.73 Yes
4 54 M 73 1.68 25.86 Yes
… … … … … … …

10000 69 M 88 1.75 28.73 Yes

FE action sequence: Divide(Weight, Square(Height))
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Motivation
Background of Feature Engineering

FETCH: a Data-Driven AutoFE

Feature Engineering is traditionally conducted by human experts.

 They usually tends to investigate the data, such as analyzing its distribution, identifying the 

outliers, measuring the correlation between columns, etc., and then proposes an FE plan. 

 They also can accumulate FE knowledge to accelerate decision-making when facing a new 

dataset.

Drawback:

 labor intensive, needs lots of trial-and-error

 time-consuming
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Motivation
Background of Automated Feature Engineering

Automated Feature Engineering has emerged as a crucial component of AutoML pipeline.

Most AutoFE methods are based on reinforcement learning, inspired by neural architecture search from 

AutoML.

FETCH: a Data-Driven AutoFE
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Motivation
Problem of Automated Feature Engineering

FETCH: a Data-Driven AutoFE
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Motivation
Data-Unobserved Methods

Existing AutoFE methods [1-3] :
 Generally initialized by the total number of features N.

 Embedded the past FE actions as the state in their MDP.

 Learning the mapping from one FE action sequence to another with better performance.

FETCH: a Data-Driven AutoFE

[1] Khurana, et al. "Feature engineering for predictive modeling using reinforcement learning." AAAI. 2018.

[2] Chen, et al. "Neural feature search: A neural architecture for automated feature engineering." ICDM. 2019.

[3] Zhu, et al. "DIFER: differentiable automated feature engineering." International Conference on Automated Machine Learning. 2022.
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Motivation
Data-Unobserved Methods

Limitations of existing AutoFE methods [1-3] :
Deviating from how human experts cope with the data

 Generate features via a data-unobserved way, unhelpful for understanding the data.

 Lack transferability, unfeasible to borrow knowledge from previous training experience to speed 

up the exploration process when facing a completely new dataset.

FETCH: a Data-Driven AutoFE

[1] Khurana, et al. "Feature engineering for predictive modeling using reinforcement learning." AAAI. 2018.

[2] Chen, et al. "Neural feature search: A neural architecture for automated feature engineering." ICDM. 2019.

[3] Zhu, et al. "DIFER: differentiable automated feature engineering." International Conference on Automated Machine Learning. 2022.
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Proposed FETCH
An Overview of Main Contributions

FETCH: a Data-Driven AutoFE

To emulate the human experts:

 We propose a data-driven AutoFE framework for both 

classification and regression tasks, dubbed FETCH. It 

learns how to map raw data to suitable FE actions 

sequence. Empirical results show its on-par or superior 

performances to the previous state-of-the-art methods.

 For the first time, we characterize a transferability

principle for AutoFE. It reflects how much knowledge or 

experience a trained policy may be able to accumulate to 

enable the exploration of unseen datasets, which is also 

linked to the across-datasets pre-training paradigm.
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Proposed FETCH
Overall Model Architecture

FETCH: a Data-Driven AutoFE
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Proposed FETCH
Overall Model Architecture

FETCH: a Data-Driven AutoFE

 A table Xi is input to the attention-based policy network as the state.

 The policy network learns the representation of each column in the table and maps it to the probability of 

selecting feature engineering actions (like +A, Log, Delete…). 
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Proposed FETCH
Overall Model Architecture

FETCH: a Data-Driven AutoFE

 Sample a set of feature engineering actions, which specifies which columns to operate on and generates a 

new table Xi+1 containing new features. 
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Proposed FETCH
Overall Model Architecture

FETCH: a Data-Driven AutoFE

 The new table Xi+1 is input to pre-defined ML algorithm for cross-validation evaluation.

 The evaluation score is used as reward to update policy network through Proximal Policy Optimization 

(PPO).
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Proposed FETCH
Overall Model Architecture

FETCH: a Data-Driven AutoFE

 To generate high-order features, the original input Xi will be replaced by the newly generated feature set 

Xi+1.
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Proposed FETCH
Transferability via Pre-Training

FETCH: a Data-Driven AutoFE

 For the first time, our work attempts to use the pre-training of the AutoFE policy network to achieve 

transfer learning on multiple tabular datasets.

 We pre-train the policy network on some large-scale tabular datasets one by one and then fine-tune it on 

a smaller target dataset to generate effective features for the target dataset. 

 Our experiments show that the pre-trained policy network can significantly reduce the searching epoch 

number and achieve better performance than training from scratch on the target dataset.
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Proposed FETCH
MDP Setup

FETCH: a Data-Driven AutoFE

State: Input or post-transformation tabular data X. (the core innovation of our MDP setup)

FE Action Space: 
• For numeric features

• The unary operation: abs, square, inverse, log, sqrt, power3

• The binary operation: +, -, ×, ÷

• For categorical features: binning, cross-combine

• Feature selection: delete, terminate

Reward Function:
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Experiments
Settings

FETCH: a Data-Driven AutoFE

Goals: 
• Effectiveness of our data-driven MDP setup, compared with previous SOTA methods like DIFER, NFS.

• Validation of transferability via pre-training.

• Other ablation studies.

Datasets: 
• 27 datasets including 11 regression (R) tasks and 16 classifications (C) tasks.

• Publicly published on OpenML, UCI repository and Kaggle.

Metric:
• Classification tasks: F1-score 

• Regression tasks: (1 − (relative absolute error))

• Both are higher the better. ↑



Company Bankruptcy Prediction数据集上基于强化学习的自动化特征工程方法 2020 / 23Li et al. ICLR 2023

Experiments
Effectiveness

FETCH: a Data-Driven AutoFE

 FETCH achieves state-of-the-art performance on 25 out of 27 datasets overall and gets a close second place in the 

remaining datasets. 

 FETCH still has a great advantage, with 18 out of 27 datasets in total performing better than 2 AutoML methods.
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Experiments
Transferability

FETCH: a Data-Driven AutoFE

Pre-trained Datasets 5 from OpenML 5 from UCI repo.

No-Pre

Pre-Oml ✔

Pre-Uci ✔

Pre-Mix ✔ ✔

 Pre-training approach can be effective in 

improving scores and finding more 

appropriate feature engineering actions 

faster. 

 Pre-training on data-driven FETCH can 

accumulate and transfer prior knowledge 

to unobserved datasets and improve FE 

efficacy more effectively.
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Experiments
Flexibility toward Model Choices

FETCH: a Data-Driven AutoFE

 FETCH  has the effect of promoting the fitting performance for all these ML models.
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Summary

FETCH: a Data-Driven AutoFE

 We propose a data-driven AutoFE framework for both classification and regression tasks, dubbed 

FETCH. It learns how to map raw data to suitable FE actions sequence. Empirical results show its 

on-par or superior performances to the previous state-of-the-art methods.

 For the first time, we characterize a transferability principle for AutoFE. It reflects how much 

knowledge or experience a trained policy may be able to accumulate to enable the exploration of 

unseen datasets, which is also linked to the across-datasets pre-training paradigm.
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