
Look Globally and Locally:
Inter-Intra Contrastive Learning from 
Unlabeled Videos

ICLR 2023 ME-FoMo Workshop

David Fan, Deyu Yang, Xinyu Li, Vimal Bhat, Rohith MV
Amazon Prime Video



Dominant self-supervised contrastive learning methods for video focus 
on learning relationships of clips within the same video.

• Spatiotemporal 
augmentation
• Clip shuffling / 

frame shuffling
• Speed-up
• Flip directionality
• Frame inpainting

Same video!

Video

Clips from same video
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What happens to other videos?

Video 1 Clip A

Video 1 Clip B

Video 2

repel
attract

Video 3
Video 1

• Pushup and snowboarding are 
both negative to skiing anchor.
• But snowboarding-skiing is more 

similar than pushup-skiing.

• When positives are only sampled 
from the same video (”intra-
video”), other similar videos will 
never be leveraged as positives.

Should we?
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Intra-Video Similarity Inter-Video Similarity

• Intra-video similarity -> fine-grained details.

• Inter-video similarity -> hierarchies of visual concepts.
• E.g. winter sports tend to be more similar to each 

other than to random sports.

• Is local or global information more important for 
video representations?
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Inter-Intra Contrastive Learning (IICVL)

• We propose balancing local and global 
information through leveraging 
nearest-neighboring videos sampled 
from a global space, as additional 
positives for a second contrastive loss 
term. 
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Existing Works that use 
Intra-Video Sampling



Inter-Intra Contrastive Learning (IICVL)

• We leverage a dynamically evolving 
feature queue to find video NNs.
• Unlike other works, we do not use 

clustering nor multiple modalities.
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(CVRL)

• Additional contrastive loss term using nearest-
neighbor positives improves performance over 
CVRL and p-MoCo baseline.

• Simple, light-weight, yet effective.

(p-MoCo)
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Inter-Intra Contrastive Learning (IICVL)

• We use weights to control the contribution of intra and inter-video similarity
• When 𝜆!"#$% is 1.0 and 𝜆&& is 0.0, our method is equivalent to p-MoCo and CVRL.
• But code is not available for neither works. We thus reimplemented p-MoCo.
• For fair comparison, we compare to our reimplementation as the baseline.
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Results

• We pretrained on unlabeled K400 (~240K videos) for 200 epochs.
• Then we transfer our model weights to downstream tasks to evaluate 

our model’s generalizability.
• Action recognition:

• UCF101 (finetune)
• HMDB51 (finetune)
• K400 (linear eval)
• SSv2 (finetune)

• Action Detection
• AVA (finetune)

• Few-shot action recognition
• Video retrieval
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Action Recognition on UCF, HDMB, K400
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Action Recognition on Something-Something

• SSv2 is very different from K400. Videos in SSv2 are highly fine-grained
• E.g. “putting something into something” vs. “putting something next to something”

• Our model still outperforms baseline for a downstream dataset that is very 
different from the unlabeled pretraining data source.

10



Action Detection on AVA

• Our method outperforms the baseline on five different downstream datasets 
spread across two tasks. Thus more generalizable.

• Besides action recognition … what if we evaluate on a new task?
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Few-Shot Learning

• Delta between our method and baseline is highest for 1% subset. Thus our 
method is highly performant in low-data settings.

• What if the amount of downstream training data is limited to 1-10% of the 
original dataset size?
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Video Retrieval
• Embeddings are extracted using model pretrained on K400. No finetuning is done 

on downstream dataset in retrieval setting.
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Intra vs. Inter Video Similarity
• To address the question from the intro …
• Our results suggest balancing local + global similarity is ideal for video.
• But surprisingly, pure NN is nearly on-par with the pure Intra baseline.
• How to best balance this local and global information? Future work.
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Video analog of pure NNCLR

p-MoCo / CVRL baseline



Does Longer Pretraining and More NNs Help?

• Yes! But more expensive.
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What does the 
model learn?

Epoch 10

Epoch 50

Epoch 100

Nearest-Neighbors of query during pretraining

Epoch 0

Query

• From random initialization, our 
model is able to progressively learn 
semantic similarity. 

• Our model can leverage similarity 
across class boundaries. Here query 
is “exercise ball” and the top-NN at 
epoch 100 is “yoga”.

• More diverse notion of similarity 
balanced with intra-video sampling 
leads to improved representation.
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T-SNE Visualization during SSL Pretraining

Our method learns a progressively 
improved notion of semantic 
similarity without explicit 
supervision.

Features extracted from UCF101 using model pretrained on unlabeled K400 
(no finetuning on UCF)
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Conclusions

• Dominant contrastive learning works are focused on intra-video 
similarity.
• We are the first to leverage both intra and inter-video similarity for 

contrastive learning, to learn a balanced view of global and global 
information.
• Existing video works that go beyond single-video use clustering, but 

instead we use nearest-neighbors. Our method scales and is simple.
• We outperform baseline on five different datasets and present 

detailed analysis of model performance.
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Thanks for watching!

Reach out to me at fandavi@amazon.com for 
further questions or interest in collaborations.

mailto:fandavi@amazon.com

