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Three example datasets generated 
by the malicious augmentations. 
Labels that have been modified are 
in red

Results from our simple transform 
augmentation backdoor. In most 
cases ASR is close to 100% and 
accuracy on clean data (without the 
trigger) changes by less than 1%.



Results from our GAN-based backdoor. p is 
the proportion of the dataset that we train 
the GAN to insert backdoors into. The best
results came from p=0.5

A sample from an example dataset
generated by our malicious DAGAN 
augmentation. For some inputs with the 
image 1, the DAGAN generates a 0 with the 
trigger, which is assigned the original label.



Samples from two datasets, where the right dataset is 
random noise (for demonstration purposes), and the left 
dataset is images that have been passed through our 
malicious augmentation function to produce the same 
gradients in our model as the right dataset.

Results from our AugMix backdoor. Our backdoor is able to
achieve 95.77% ASR. This is a 5.2% increase in accuracy 
over the best result achieved by the previous Batch Order 
Backdoor method from Shumailov et al.

This graph shows the accuracy of our reconstruction of 
fake gradients using our new AugMix backdoor (blue) and 
the previous reordering backdoor (orange). Because the 
AugMix parameters are differentiable, we are able to 
achieve higher reconstruction fidelity by gradient descent.
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