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Salient Conditional Diffusion (Sancdifi)

Illustration of our defense algorithm.

Note: A signature of the 
image before diffusion is 
contained in the diffused 
pixels. A key difference from 
masked inpainting.  
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Key Takeaways
• Sancdifi is a black-box defense

– The RISE algorithms allows for a black-box 
computation of saliency maps
§ Zeroth-order approximation to gradient

• Sancdifi also defends against
traditional PGD attacks
– The second diffusion purification on the 

mask complement fuels this robustness
– Key distinction over related methods such 

as Februus
§ Attack success rate of PGD attacks for 

CIFAR-10/ResNet-50 models are:
§ 11% (Ours) vs. 88% (Februus)

• Conditioning via saliency is critical
for the success of diffusion
purification

• This work was supported by the 
DARPA AIE program, Geometries of 
Learning (HR00112290078)

Without salient conditioning (right), the structure of this infant from TinyImageNet is 
severely degraded by diffusion which hurts accuracy. Conversely, diffusing for less 
time increases attack success as the trojan trigger is not completely diffused out. 


